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#### Abstract

Post-fabrication tuning provides a promising design approach to mitigate the performance and power overheads of process variation in advanced fabrication technologies. This paper explores design considerations and VLSI-CAD support for a recently proposed post-fabrication tuning knob called voltage interpolation. Successful implementation of this technique requires examination of the design tradeoffs between circuit tuning range and static power overheads within the synthesis flow of the design process, in addition to the implications of place and route. Results from the exploration of the scheme for a 64-core chip-multiprocessor machine using industrial-grade design blocks show that the scheme can be used to mitigate overhead arising from random and correlated within-die process variations. A design using voltage interpolation can match the nominal delay target with a $16 \%$ power cost, or for the same power budget, incur only a $13 \%$ delay overhead after variations.


Index Terms-Post fabrication tuning, process variations, voltage interpolation.

## I. InTRODUCTION

TREMENDOUS gains in system integration and performance have been achieved by advances in CMOS device technology, as transistors have become both smaller and faster. However, in fabrication technologies beyond 65 nm , difficulties in the manufacturing process manifest as potentially large variations in the device features of fabricated transistors [1]. Worsening variations in semiconductor process technology will greatly impact the power and performance of future microprocessors and complex digital systems. Design level solutions to address process variation will be increasingly important, and to be cost-effective, such solutions must not drastically alter existing design flows.

Process variations occur at multiple spatial scales. Variations at the chip-level lead to performance differences between individual dies, but increasingly, process variations are becoming more fine-grained. Uneven mask exposure due to lithography

[^0]limitations leads to correlated variations in transistor gate length and width at the granularity of units within cores. Random dopant fluctuations can change the threshold voltage of individual devices. Unlike die-to-die (D2D) variations, within-die (WID) correlated, and random variations cannot easily be solved by traditional speed-binning techniques, because a handful of slow transistors can potentially lead to slow-speed paths that affect overall processor clock frequency.

Post-fabrication tuning through body bias is a potential design solution that seeks to tune the performance of individual blocks within a chip to smooth out the impact of variation [2], [3]. However, due to the lack of body control in SOI and future triple-gate devices, new post-fabrication tuning knobs have recently been proposed. This paper explores voltage interpolation, one such tuning knob [4]. Voltage interpolation offers localized and fine-grained voltage tuning with two global supply voltages (VHIGH and VLOW). The post-fabrication setting of the supply voltages enables local logic blocks to operate off of different effective voltages, interpolated between VHIGH and VLOW. In turn, the delay of each block can be tuned with effective voltages to overcome variability effects.

Although voltage interpolation (VI) has been validated with a prototype chip implementing a simple floating-point adder [4], the technique has not been fully explored in the context of a standard VLSI-CAD design flow. This paper explores the following design issues related to VI.

- Tradeoffs in the VI synthesis flow related to the number and distribution of voltage domains impact the delay tuning range of the technique and static power overheads at domain boundaries.
- This paper explores the implications of place and route for a voltage interpolated design by evaluating three different placement strategies: delay, energy, and area overheads associated with these three strategies are examined.
- This paper investigates the concept for several logic blocks within the Sun UltraSPARC T1 core, using a standard flip-flop based design style [5].
- Implementation of VI shows the scheme's ability to compensate for random and correlated variations, by enabling better performance and power for a given design yield. The variation analysis is performed within the context of a 64-core chip-multiprocessor (CMP) scenario.
In Section II, we discuss background information and related work, in addition to the basic concept of voltage interpolation, elucidating its potential for fine grained voltage tuning. Next, a modified CAD flow for evaluating and implementing voltage interpolation is presented in Section III. This modified flow provides a framework for preforming a case study on the effective-
ness of VI. Section IV describes our architecture and circuit simulation platform, which allows us to preform logic clustering and evaluate VI in the presence of process variations. Using our modified flow, Section V presents a case study of voltage interpolation, as applied to several logic blocks from the Sun UltraSPARC T1 processor, discussing the design decisions necessary for successful implementation. Using the results of the case study, Section VI explores how voltage interpolation mitigates the effects of process variations in the context of a 64-core CMP.


## II. Background

Several techniques have recently been proposed to tune power/performance requirements after fabrication. These techniques often make decisions about optimizing the design based on statistical analysis of the design features, in contrast to design-time-only optimization techniques that make the best decision to improve the expected yield [6]-[10]. Post-fabrication tuning techniques can loosely be grouped into three categories: those targeting supply voltage, transistor body bias, and clock frequency.

Global voltage and frequency scaling can address variability by adaptively tuning the supply voltage for a given frequency target or by fine-grained frequency adjustment. A major drawback of the technique is that the approach must be applied at the level of chips or cores (for CMPs). Fine-grained voltage scaling with a large number of voltage domains incurs the high cost of supplying multiple voltages and the voltage regulators that generate the voltages.

In contrast, adaptive body biasing (ABB) provides a fine-grained method to control threshold voltages and, therefore, leakage and performance [3]. Recently, individual well biasing schemes with locally generated body biases have been proposed providing fine-grained control [2]. The decision of how to group the devices is made at design time, but the tuning decision occurs after fabrication during test. For example, Kulkarni, et al. propose a variability-aware method that clusters gates at design time into a handful of groups [11]. After fabrication, observed variations determine the body biasing per group. The results show significant improvement in reducing leakage power when compared to a fixed design-time based dual threshold voltage assignment method. Mani et al. recently proposed an optimization framework that combines de-sign-time decisions (gate sizing) with tuning decisions (ABB) [12]. This framework, formulated as an adjustable optimization problem, allows the decision-maker a chance to update the optimization strategy upon learning additional information. Other researchers have considered body-bias placement based on microarchitectural blocks [13]. Unfortunately, ABB cannot be applied to technologies that lack the ability to control the body bias such as SOI and triple-gate CMOS. Thus, designers will need to explore additional tuning knobs.

Clock frequency provides another adjustable tuning knob. Tsai et al. propose a flow that uses statistical timing analysis to synthesize a post-silicon-tunable clock tree that can combat timing uncertainty and yield degradation [14]. Other system-
level design solutions have also been considered, mainly globally asynchronous locally synchronous (GALS) [15]. This technique however can only address some of the variations that occur at coarse spatial and temporal scales.

The basic concept of utilizing two supply voltages has been considered in the past to reduce power consumption. Usami and Horowitz describe a design-time methodology called clustered voltage scale that connects logic gates to one of two supply voltages in order to reduce power while minimizing performance degradation [16]. Agarwal and Nowka suggest a voltage-selection technique that enables power reduction in a simple adder [17]. All of these works require level shifters when crossing different voltage boundaries, which introduce delay and power overheads. The voltage interpolation technique discussed in this paper obviates level shifters and avoids the related overheads. In addition to employing multiple voltages, there is a large body of work that propose design-time selection of devices with high and low threshold voltages to selectively speed up or slow down different circuit paths. Again, such design-time tuning cannot efficiently deal with increasing localized random fluctuations of device parameters set by the fabrication process and timevarying aging effects.

Previously, we explored the ability of voltage interpolation to combat process variations, only considering the technique at the synthesis stage [18]. Also, we have considered the place and route implications for two circuit blocks [19]. In this work, we consider the place and route implications of a third circuit block, in addition to preforming the variation analysis throughout the place and route stage of the CAD flow.

## A. Voltage Interpolation

VI offers a fine grained, voltage tuning technique to combat the effect of process variations. A typical design must accommodate the slowest paths in the design, which may be much slower than expected due to process variations. In accommodating these slow paths, the supply voltage may need to be raised, or the frequency may need to be lowered. While this voltage or frequency shift is necessary for the proper operation of the design, a large portion of the design is now using a much higher voltage, or much lower frequency, than would otherwise be necessary. VI is a technique that enables combinational logic within single flip-flop (FF) bounded stages to operate off of a fine-grain "effective voltage, by providing two different voltage potentials on either VDD or GND.

Fig. 1(a) illustrates a basic implementation of VDD interpolation. Within a flip-flop (FF)-bounded stage, the combinational logic is split into several substages, each of which can choose between either a high voltage (VDDH) or a low voltage (VDDL). A slow logic block, resulting from process variations, can select VDDH to speed up, while a faster logic block can save power by selecting VDDL. By choosing a supply voltage appropriate to each particular block of logic, the entire pipe stage can be viewed as operating off of a single "effective voltage." In the single voltage supply case, all logic blocks must run off of the voltage required by the worst case path, whereas with voltage interpolation, varying the "effective voltage" can guarantee timing.


Fig. 1. Overview of voltage interpolation. (a) Block diagram of VDD interpolation. (b) Example of GND interpolation. (c) Equivalence of VDD interpolation and GND interpolation.

Note that while Fig. 1(a) implements voltage interpolation using VDDH and VDDL, the same principle can be applied by using a fixed VDD, a low ground voltage (GNDL) and a high ground voltage (GNDH), as seen in Fig. 1(b). Fig. 1(c) illustrates how VDD and GND interpolation are interchangeable, and regardless of which method of interpolation is implemented, any given substage can choose a high voltage (VHIGH) or a low voltage (VLOW). Since we assume a common bulk node, ground interpolation can introduce body effect to nMOS devices, which slightly increases tuning range.

An important design parameter for voltage interpolation is the size of the voltage difference between VHIGH and VLOW. While a larger voltage difference allows for a larger tuning range, there is a static power penalty at the boundary between a VLOW and a VHIGH stage. In the case of VDD interpolation, this is due to the weak " 1 " from the VLOW stage failing to completely turn off the pMOS devices of the VHIGH stage. In GND interpolation, this is due to the weak " 0 " failing to turn off the MOS devices. While level shifters could be used to alleviate this problem, they introduce unacceptable overheads of their own in terms of both delay and power. Section III-A elaborates upon and quantifies this static power penalty.

Another important design parameter for voltage interpolation is the number of times to cut each pipe stage. For $N$ cuts, there are $2^{N}$ possible effective voltages achievable. An increase in the number of cuts provides an increase in the tuning resolution of a pipe stage, allowing for finer tuning of a particular block of logic. However, an increase in the number of cuts also results in an increase in the number of possible VLOW/VHIGH substage boundaries, thus exacerbating the static power problem. Additionally, a larger number of cuts suffers from an increase in the area overhead due to the power switches and routing of control signals.

A third consideration is the balance of the cuts. If stages are split in order to balance delay between substages, they may suffer severe power imbalances. Likewise, if stages are split to balance power, substages may experience delay imbalances. Moreover, perfectly-balanced delays between substages may not yield the best result.

In order to place and route an implementation of VI, the placement tool must insert power switches in close proximity to the blocks they gate. Additionally, a scannable latch must hold the current voltage setting (VHIGH or VLOW) of each VI substage, e.g., four latches for a three cut design. The outputs of these latches must be routed to the control inputs of the power
switches. These control bits can be set once after fabrication and do not switch frequently, due to the mostly static nature of process variations.

Since VI uses an additional supply voltage compared to a traditional design, implementing VI may introduce some energy overhead. We assume that all supply voltages, including this extra supply, are provided by off-chip voltage regulators, similar to AMD's Griffin processor family [20]. Depending on the particular efficiency versus current load characteristic of the regulators, different combinations of VHIGH and VLOW settings will result in different amounts of energy overhead. We do not directly explore the energy overhead resulting from different current loads on different voltage supplies. The goal of this paper is to explore tradeoffs in these design considerations for a set of highly-optimized design blocks. These tradeoffs will depend on the system architecture and amount and type of variation experienced by the system. The paper addresses the VLSI-CAD support that is necessary to exploit voltage interpolation within a standard synthesis flow, taking into consideration the implications of place and route.

## B. Power Switching

Since VI requires two power switches for each substage, VI incurs an area overhead, in addition to a nonzero impedance between the global supply net and the local supply nodes. Larger power switches can minimize this impedance, but incur higher area overhead. The requirements and design decisions of these power switches are similar to those of power gating.

Power gating is a technique that has been extensively applied to substantially decrease the idle power consumption of inactive CMOS circuits [21]. Different circuit size granularities have been explored for power gating, although primarily coarse-grain techniques have been applied in industry. Many works have examined issues surrounding power gate sizing, and implemented schemes to accurately assess how much area is required for a given circuit block [22]-[24], by taking into account input patterns and timing criticality of the cells being power gated. In the context of VI, we explore the tradeoffs between circuit size granularities for power gating.

We quantify this overhead via circuit simulations of the setup presented in Fig. 2. The framework includes multiple copies of a block of combinational logic. Each copy consists of a number of gates configured as a delay chain, and fed by a pseudo random bit sequence (PRBS). Each circuit block's PRBS is initialized with a different seed, and configured to conservatively have a


Fig. 2. Simulation setup to assess VDD-gating overheads.
$20 \%$ transition density, in order to model the typically less than $20 \%$ activity rate of typical microprocessors [25]. Each block consists of the most common gates seen along critical paths of the UltraSPARC T1 floating point adder, in order to model real-life circuits, synthesized using a 130-nm UMC standard cell library. A high threshold voltage power switching device connects the global supply to the shared local supply node shared by all of the blocks. This power gating device, although depicted by a pMOS connecting to VDD in Fig. 2, can also be realized with an nMOS device connecting the local GND nodes to the global GND. The simulations vary the number of circuit blocks from 10 to 100 , and the area of the power switching device from $1 \%$ to $50 \%$ of the circuit area. Each simulation runs for 5000 cycles, while recording the worst-case voltage droops. The resulting voltage droops combine to construct Fig. 3, which shows the area overhead required by circuit blocks of a certain size for a maximum voltage droop of $5 \%$. For a given power switch size, larger current draw leads to larger average voltage droop in the local supply nodes, which degrades margins. Hence, power switches must be sized sufficiently large to minimize this droop. Interestingly, simulation results show that the relative area overhead of the power switches increases as circuit area decreases. This is because, in addition to average droop, the power switches can exacerbate local voltage noise. While large blocks can benefit from current averaging across the large number of switching logic gates, smaller blocks are more susceptible to worst-case switching scenarios. Our simulations also show that increasing power switch size (and reducing impedance) is more effective than adding bypass capacitors to the local supply nodes, for equal area overhead.

As expected, the higher mobility of GND switches results in lower resistance for a given device area and introduce lower area overhead with GND interpolation. However, there may be some concern that GND interpolation could result in higher static power leakage at VLOW to VHIGH substage boundaries than VDD switches for a given $\Delta \mathrm{V}$. Our simulations show that this increase in static power is negligible and the significantly lower area overhead of using GND switches outweighs this penalty. Hence, we choose to use GND interpolation for the remainder of this paper.

To implement these GND switches required by voltage interpolation, we propose a strategy of populating empty space in the layout with unit-sized GND switching cells. This empty space is


Fig. 3. Relationship between circuit size and area of power switches for a worst case VDD or GND droop of $5 \%$.


Fig. 4. Relative increase in static power, normalized to an inverter, for $3 \times$ drive strength foundry-provided standard cells in UMC 130-nm CMOS process.
a consequence of using a placement density of less than $100 \%$, which is necessary to allow proper routing of the design. Ordinarily, MOS capacitor filler cells occupy this empty space.

This approach necessitates a small modification to the place and route flow. The global supply nets are distributed in a manner typical of an ordinary design. However, the tool must connect the local supply nets of each substage to the global supply nets through the power switching devices. The power switching cell consists of a pair of GND-gating devices of predetermined width, which also implies a minimum quantized area cost even for the smallest circuit block sizes that may require smaller GND-gating transistors. This minimum cost further motivates us to closely consider the size of the blocks being gated, and the number of power gating cells required. Once all of the overheads have been calculated, the final comparison of different strategies only considers solutions that allows all of the power switches to fit within empty spaces.

## III. Modified CAD Flow

Implementing VI requires a few insertions and alterations to a standard CAD flow. First, logic synthesis is preformed on the Verilog or VHDL description of the design. Next, a substage


Fig. 5. Investigation of different cutting strategies for an ideal block of logic. (a) Four combinational logic cutting scenarios. (b) Normalized energy versus normalized delay.
clustering algorithm produces an annotated netlist. Then, a sub-stage-aware algorithm preforms placement, to group substages in the layout. Finally, power switching cells are inserted into the layout, and the design is routed.

In order to successfully investigate VI's ability to mitigate the effects of process variations, a number of design decisions must be made to achieve the best outcome.

## A. Substage Clustering

First, we consider tradeoffs in the substage clustering process, starting with the static power penalty at stage boundaries. After synthesizing a netlist, a substage clustering algorithm must cut the combinational logic. The following two sections address two vital issues involved with substage clustering-the static power penalty at the boundary of VLOW and VHIGH substages, and the number and delay balance of substages.

1) Static Power: One of the primary concerns associated with VI is the potential for static power at the interface between a VLOW stage and a VHIGH stage, as previously discussed. In order to take this static power increase into account, exhaustive HSPICE simulations of every possible input combination, for each gate in the standard cell library, were preformed. Assuming each input combination is equally likely, simulations obtain an average static power for each cell. For these simulations, we assume a worst-case $\Delta \mathrm{V}$ of 300 mV . Lower $\Delta \mathrm{V}$ 's lead to lower static power.

Fig. 4 presents the relative increase in static power at a VLOW/VHIGH boundary for a representative collection of $3 \times$ drive strength standard cells, assuming all input combinations to a gate are equally likely, normalized to the relative increase observed for an inverter. Each type of standard cell has one or more points, depending on the different numbers of inputs. For example, the library has 2-, 3 -, and 4 -input NAND gates, corresponding to three points in the plot. The set of $3 \times$ drive strength cells was chosen to be representative because most of the gate types in our library had a $3 \times$ cell. The relative increase in static power does not change substantially when considering other drive strengths. The inverter clearly suffers the highest relative static power increase, with most other cells suffering static power increase at much lower levels. An inverter at a

VLOW/VHIGH boundary has two possible inputs for VDD interpolation- a weak " 1 " and a normal " 0 ," thus experiencing a worst case static current draw $50 \%$ of the time. Complex gates have multiple transistors between VDD and GND, so require most or all of their inputs to hold weak levels before experiencing their worst case current draw, making the average static power increase less likely. These results suggest that the substage clustering algorithm should avoid inverters and OAI for the first gate at the boundaries between blocks operating off of different voltages. Our later analysis of VI carefully takes into account the impact of this static power penalty between VLOW and VHIGH stages.
2) Substage Balance: Voltage interpolation relies on the splitting of a block of combinational logic into multiple subdivisions in order to offer fine-grained voltage tuning. There are multiple ways one can implement the cuts-depending on the number of cuts and division of delay between cuts. Fig. 5(a) illustrates different cutting possibilities assuming an ideal block of combinational logic where all delay paths are perfectly balanced and consume the same amount of energy. The figure considers four scenarios: one cut, delays split $50 \% / 50 \%$; one cut, split $66 \% / 33 \%$; two cuts, split $33 \% / 33 \% / 33 \%$; and three cuts, split $25 \% / 25 \% / 25 \% / 25 \%$. Three out of the four scenarios implement the cuts with delays evenly distributed across each subdivision. One scenario ( 1 cut, $66 \% / 33 \%$ ) considers the case where the delay through the first group of logic is twice as long as the second group. Fig. 5(b) plots the normalized energy versus normalized delay scatter plot as a result of implementing VI. The two extreme ends correspond to cases where all of the logic groups, regardless of the cutting strategy, operate off of VHIGH or VLOW. The one cut scenario with delays split $50 \% / 50 \%$ yields three distinct delay versus energy points while the $66 \% / 33 \%$ delay split scenario yields four distinct points. The delay imbalance offers a richer set of possible delays since VHIGH/VLOW and VLOW/VHIGH configurations lead to different delays. For larger numbers of cuts, Fig. 5(b) shows that the number of energy/delay points does not increase substantially, because many of the configurations overlap if the delays and energy consumption of each stage are perfectly balanced. This leads one to conclude that for an ideal block of logic, a more intelligent cutting strategy may offer a finer


Fig. 6. Static power overhead resulting from cell reassignment.
tuning resolution, and that moving to a larger number of cuts can yield a large number of effective voltage settings.

## B. Place and Route Overheads

In addition to the area overheard of the power switching cells discussed in Section II-B, the place and route flow for a VI design may introduce two additional sources of overhead-delay and energy.

1) Delay Overhead: Any constraints or limitations imposed upon the place and route flow may create the potential for an increase in critical path delays compared to a layout which lacks constraints. This delay overhead results from the decrease in flexibility that the placement tool has to find optimal locations for each cell and related groups of cells, leading to increases in wire length and routing congestion. We can quantify this delay overhead by comparing the worst-case delays reported after place and route.
2) Energy Overhead: If during place and route the cells of a particular substage cannot all be placed together, the static power loss may be increased by unintentionally introducing additional VLOW to VHIGH boundaries. As depicted in Fig. 6, all of the cells of each substage are contiguous and there in a single boundary, before placement (top). However, depending on the place and route strategy, the tool may place some cells separate from their original grouping (group 1) and reassign them to the local supply node of a different group (group 2), after placement (bottom). We can evaluate this potential energy overhead by analyzing the energy versus delay curve associated with VI. For any given VI design, there are a number of different possible tuning points, depending on the number of VI substage cuts. Fig. 7 illustrates the stepwise relationship between energy and delay due to quantized tuning points. If more substages connect to VHIGH, delay is lower at the expense of higher energy. The smooth curve represents the energy versus delay relationship if local voltage scaling were possible. Cell reassignment can cause a shift in the stair steps and increase energy for the same delay. Throughout the remainder of this paper, we represent energy overhead as the average increase in energy across the delay tuning range, calculated via detailed power analysis.

## C. Substage Aware Placement Strategies

In order to realize an implementation of a design instrumented with VI, each substage needs to have its own local supply net. This motivates the need for regular well-defined


Fig. 7. Calculation of energy overhead.


Fig. 8. Examples of forced placements with strict (left and right-upper) and relaxed (middle and right-lower) boundaries for two aspect ratios $(\mathrm{h} / \mathrm{w}=2$ and $\mathrm{h} / \mathrm{w}=0.5$ ).
stage layout regions. We explore three layout placement strategies to achieve regular layout regions: forced placement, cluster boxing, and a hybridization of the two. After these well-defined regions are created, power MUX cells can be inserted into empty space in the layout, and the design can be routed.

1) Forced-Placement Strategy: Forced placement specifies well-defined regions assigned to different substages prior to placement. Then, the placement tool places cells into regions that match their substage number. These regions can either be relaxed or strict. A strict region only allows cells assigned to it to be placed within the region. A relaxed region allows some flexibility at the boundaries, such that some cells that are not originally assigned to it may still be placed within the region. Fig. 8 shows forced placement applied in four ways, using two different aspect ratios, each of which uses strict or relaxed regions. The advantage of the forced-placement strategy is that it maintains substage assignments originally made for the cells (during synthesis) and it avoids energy overheads. Unfortunately, this method is susceptible to delay overheads when compared to an unconstrained place-and-route of the netlist due to routing congestion. Relaxed forced placement can alleviate routing congestion, but does not produce a layout which can easily connect local substage supply nets, due to a significant number of non-contiguous substage regions in the layout.
2) Cluster-Boxing Strategy: Cluster boxing is a placement strategy that starts with a baseline, unconstrained placement of cells and overlays a predetermined grid on the layout, where each rectangle within the grid is identical in size. Then, each grid rectangle is reassigned to be a substage with respect to the


Fig. 9. Examples of cluster boxing with unconstrained (left), $5 \times 5$ (middle), and $8 \times 15$ (right) grids.
substage that the majority of the cells belong to. Fig. 9 shows two example results of cluster boxing applied to the original placement (left) with two different grid sizes. The advantage of this method is that it does not incur a delay overhead as it retains the original unconstrained placement. On the other hand, arbitrarily changing the substage assignments of cells may increase the number of substage boundary crossings along any given path, introducing energy overheads.
3) Hybrid Strategy: The forced-placement and clusterboxing strategies represent two ends of a delay-energy tradeoff continuum. The former enjoys no energy overhead, but potentially high delay overhead, while the latter incurs a high energy overhead, but no delay overhead. This motivates the consideration of a hybrid strategy that starts with a relaxed forced placement and applies cluster boxing to it. Since relaxed forced placement offers looser constraints there is a smaller impact on the critical path; additionally, there is a smaller power penalty since fewer cells are reassigned during the cluster boxing phase.

## IV. Simulation Framework

Having defined a modified CAD flow and framework for analyzing VI, we now discuss our simulation framework for characterizing our standard cell library, applying random and correlated variations, and preforming substage clustering, to enable our case study of blocks from the UltraSPARC T1 processor in Section V, and our analysis of the ability of VI to combat process variations in Section VI.

In order to quantify the impact of random process variations, exhaustive HSPICE Monte Carlo simulations were preformed on each cell in the Faraday standard cell library for the UMC $130-\mathrm{nm}$ process [26]. Effective gate length, oxide thickness, and threshold voltage (Vt) were varied. Sigma over mean numbers were chosen to be representative of modern $65-\mathrm{nm}$ technologies, and were chosen to be $3 \%, 3 \%$, and $8 \%$, respectively.

The decision to perform our analysis using a commercial $130-\mathrm{nm}$ technology is motivated by our eventual plan to fabricate a test chip using VI and validate this simulation-based study. However, since more aggressive technologies will exhibit greater amounts of process variations, we should evaluate the effectiveness of VI for modern chips and, therefore, choose variations appropriate for $65-\mathrm{nm}$ technologies. Additional simulations show that for a given tuning range, the static power seen using $65-\mathrm{nm}$ technology models is actually less than that for the $130-\mathrm{nm}$ technology node. This is because the slight decrease in
the threshold voltage from 130 to 65 nm allows for a lower difference between VHIGH and VLOW to achieve the same tuning range. This lower voltage difference in turn reduces the static power penalty. Hence, post-fabrication tuning with VI ought to readily scale to more advanced technology nodes.

We characterized our standard cell library using the simulation setup. All inputs are shaped to resemble transitions of fanout-out-of-4 (FO4) inverters and all outputs see FO4 loading. Two hundred and fifty Monte Carlo simulations were performed for each set of inputs and input transitions that caused a transition on the output of each cell, across a range of supply voltages ( $0.9,1.05$, and 1.2 V ). Assuming each input combination is equally likely, the propagation delays resulting from each input combination were averaged. Then, the 250 different average propagation delays resulting from different values for gate length, oxide thickness, and Vt were processed to obtain a standard deviation $(\sigma)$ and mean $(\mu)$ values for the delay of each cell, representing the spread of delays for each gate caused by random process variations. Average energy numbers were also obtained for each cell.

We use a multi-level quad tree to model the effects of correlated within-die variations [27]. The standard deviation of the total delay variation seen across four levels of the quad tree was set roughly to be $8.33 \%$ and equally distributed across the levels. This value was chosen such that the maximum delay shift possible due to correlated variations is equal to the maximum possible delay shift of an inverter resulting from our modeled random variations. This approach is consistent with the approach from [4].

The VI concept relies on cutting combinational logic blocks into several pieces. Our approach utilizes the Synopsys Design Compiler [28] pipelining package, which is invoked by the pipeline_design command. This surrogate cutting algorithm enables us to rapidly evaluate different cut strategies and better understand different constraints and limitations for an eventual VI cutting algorithm. The dc pipeline package is used to pipeline a block of combinational logic, with the goal of minimizing clock speed for a given number of pipe stages and, thus, balancing the delay of each stage. Since actual repipelining of the designs was not our goal, we set the tool to ignore any delays due to flip flop clock-to-Q and setup time when pipelining. For example, the command pipeline_design -no_clock_correction -stages 4 can be used on a synthesized design loaded into Design Compiler. The resulting netlist would be pipelined into four stages, with the delay though the combinational portion of each stage roughly balanced. In order to create a design with substages of different delays, pipeline_design is invoked with more substages than necessary. Then, adjacent substages are merged into one.

After running through the pipelining tool to obtain cut points, flip flops added by the tool are removed. By instructing the tool to avoid adding or removing any cells, the resulting design, with delay-balanced substages, exactly matches the original design. For the netlists we investigated, pipeline_design was only able to split the logic into four or fewer stages. Attempting to create five stages often resulted in the fifth stage being almost entirely empty. As a result, we only investigate up to three cuts in our analysis.


Fig. 10. Impact of different cutting strategies for three blocks of combinational logic from UltraSPARC T1: (a) ALU; (b) FADD2; (c) FADD3.


Fig. 11. Impact of static power penalties added to the energy vs. delay points in Fig. 10: (a) ALU; (b) FADD2; (c) FADD3.

## V. Case Study: UltraSPARC T1

Based on the simulation framework described in Section IV, and following the modified CAD flow detailed in Section III, this section investigates the potential drawbacks and benefits of applying VI to the arithmetic logic unite (ALU) and two floating point adder stages from the UltraSPARC T1. We first consider various strategies to divide up or cut a block of combinational logic for voltage interpolation. After verifying that three cuts offer the best tradeoff in terms of overall energy efficiency despite higher static power costs, we evaluate the overheads of place and route for our three different strategies, and conclude that the hybrid and forced placement strategies offer the lowest energy delay squared product $\left(E D^{2}\right)$.

## A. Substage Clustering

In contrast to the ideal block of logic considered in Section III-A, real implementations exhibit a wide range of delay path imbalances. Fig. 10 presents normalized energy versus normalized delay scatter plots for three blocks of logic found in the UltraSPARC T1 RTL code. These three blocks were synthesized aggressively for the same frequency target and the different cut scenarios were obtained using the approach described in Section IV. Delay and energy for each gate is modeled using the mean values calculated in our HSPICE simulations described in Section IV. Despite implementing cut strategies that strive to meet balanced delay targets, a wider variety of effective voltages are available due to inherent imbalances.

Since there is a discrete number of cells along each path, each with a different delay, it is impossible to split the paths into perfectly equal stages. This can be advantageous for voltage interpolation, as it can increase the number of effective voltages available. However, not every configuration is usable since some configurations exhibit higher energy and higher delay compared to others. The ALU, as depicted in Fig. 10(a), exhibits two sets of energy versus delay trends. Although the ALU is balanced relatively well in terms of delay, it is not balanced very well for power. The first subdivision of logic in the ALU consumes a disproportionate fraction of power, nearly $60 \%$ of the total, thus causing the observed shift in overall energy consumption whenever it switches between VLOW and VHIGH. Hence, only a subset of the configurations that offer the best energy-delay tradeoff ought to be used. This power imbalance introduces a large energy cost to meet normalized delay targets below 0.95 in the ALU. The other two blocks, FADD2 and FADD3, do not suffer as much from power imbalances and exhibit smoother trends.

Fig. 11 presents the same set of relationships as Fig. 10, but includes the static power penalty when a VLOW stage precedes a VHIGH stage, as discussed in Section III-A. While some points have shifted up slightly, the overall change in the achievable energy/delay points is relatively small. While Figs. 10 and 11 show that more cuts yield a richer set of possible voltage settings, it is not clear which cut strategy would be best. While more cuts offer more voltage settings, static power penalties are higher.


Fig. 12. Normalized energy versus cut configurations with and without static energy penalties

Fig. 12 quantifies the relationship between the different cutting strategies, before and after the static power penalty is considered. The $y$-axis represents the average energy of a circuit whose target delay is equally distributed between the all VHIGH and all VLOW settings, normalized to the energy of the one cut, equally split case for each circuit. This average energy is calculated by taking the integral of the usable configurations from Figs. 10 and 11.

Each of the three logic blocks are shown, in addition to the case for an ideal circuit that can be perfectly cut for delay and energy. Fig. 12 shows that as one moves to increasing numbers of balanced cuts, the average energy falls, even when static power is taken into account. In the case of the ALU, three cuts achieves $\sim 12 \%$ less average energy than one cut both when considering and ignoring static energy, despite the per-stage power imbalance noted earlier. The FADD2, FADD3, and ideal blocks use $7 \%, 10 \%$, and $9 \%$ less energy respectively by moving from one to three cuts. The unbalanced one cut strategies are sometimes better, and sometimes worse than the balanced one cut strategies, depending on the circuit. Since the balanced three cut strategy provides a lower average energy for each block than all of the other options, it is the cut strategy of choice, before considering the overheads of place and route.

## B. Substage Aware Placement Analysis

We explore three layout placement strategies to achieve regular layout regions using the built-in capabilities of Cadence SoC Encounter [29]: forced placement, cluster boxing, and a hybridization of the two, as described in Section III-C.

To start, we use Encounter to perform unconstrained placement on the ALU, FADD2, and FADD3 blocks. This provides the baseline critical paths to which to compare the results of different strategies. These unforced placements also serve as a basis for cell reassignment in the cluster boxing strategy.

We assume a placement density of $70 \%$ and allow four layers of metal for signal routing. High effort timing driven placement is employed in addition to high effort timing driven routing. We choose a core density of $70 \%$ to allow fair comparisons among the layouts resulting from the various placement strategies. If a higher placement density is used, a large number of the design
points fail to route and hamper our evaluation of the relative effectiveness of the different strategies. We assume that the empty space that would otherwise go to filler cells can be used to hold unit power MUX cells. Since we chose $70 \%$ core density, this leaves $30 \%$ of the area for power switches.

In order to evaluate the different placement strategies, we consider the tradeoffs involved in balancing among the following variables: original stage assignments for the cells, which corresponds to tunability of the system; overall critical path; power implications, particularly at the stage boundaries; area of power control MUXes; and the simplicity of the place-and-route schemes. The number of VI substages for each block can vary as function of the number of cuts implemented, where one cut results in two substages, and we consider up to three cuts. While more cuts typically improve circuit tunability (finer-grain effective voltages), they also increase static power overhead. Although Section V-A concluded that three cut voltage interpolation was optimal, this may not hold true when considering the additional overheads of place and route.

1) Forced Placement Results: There are two types of overhead associated with the forced-placement strategy, delay and area. The energy for each layout is unchanged from the post-synthesis average energy. The delay overhead corresponds to the negative slack that results from place and route compared to the original delay target during synthesis. Fig. 13 presents the delay overhead for a variety of aspect ratios, cut directions, and number of cuts, for ALU, FADD2, and FADD3 with strict and relaxed forced placement. The baseline results correspond to unforced placement with no cuts. While there should be a total of 10 points per column (except baseline), not all configurations routed successfully. The plot shows that in general, relaxed regions result in less delay overhead than strict regions, as expected. Although a large number of designs imposing strict regions failed to route (and omitted), there are a significant number of design points that suffer less than $10 \%$ delay overhead. It is important to note that since place and route is not deterministic, some results even come out better than the baseline. Moreover, imposing placement regions may provide the place and route tool with a better starting point.

Fig. 14 plots the corresponding area overhead introduced by the power MUX cells versus given delay overhead for forced placement with strict regions. Using the results of Section II-B, the area overhead required by the two power switches can be calculated for a worst-case voltage droop of 5\%. Due to the large block sizes resulting from forced placement, area overhead is modest. The fewer the number of cuts, the larger the size of the blocks, and therefore the lower the area impact. All of the design points for this strategy incur less than $30 \%$ area overhead.
2) Cluster Boxing Results: Since unforced placements are used as the basis for this strategy, there is no increase in critical path over the baseline designs. The grid size was varied from $1 \times 5$ boxes to $15 \times 15$ boxes. Fig. 15 presents the energy overhead incurred by applying this strategy. The baseline design represents the average energy without considering any effects of cell reassignment. In general, any cell reassignment results in an increase in average energy due to an increase in static power. Nevertheless, there are several cluster boxed design points which lie between $5 \%$ and $10 \%$ energy overhead.


Fig. 13. Delay overheads resulting from forced placement. (a) Relaxed regions. (b) Strict regions.


Fig. 14. Delay overhead versus area overhead for forced placement with strict regions.

The ALU and FADD3 tended to incur higher energy penalties than FADD2, due to the fact that these blocks have imbalanced substages. Since cluster boxing will reassign cells to the majority substage in a given grid block, if a substage is overrepresented, the resulting cluster boxed layout will make the previously large substages larger, and the previously small substages smaller. This creates an imbalance in the energy/delay tuning points of the design, leading to higher average energy.

Fig. 16 presents the corresponding area overhead with respect to the set of energy overhead design points. While some points have relatively low energy and area impacts, a significant


Fig. 15. Energy overhead with cluster boxing.


Fig. 16. Energy overhead versus area overhead for cluster boxing.
number have unacceptably high area overhead for a given energy overhead. Note that any design points lying above $30 \%$ (or any design points where individual grid blocks had area overhead larger than the grid block size) will not be able to be implemented due to lack of room for the power switches.
3) Hybrid Results: For the hybrid strategy, we apply cluster boxing to the relaxed region forced placements that have the shortest critical paths among the one, two, and three voltage interpolation cuts for each block, giving us a total of six different layouts. We note that there is a low average energy increase after cell reassignment.

To evaluate this hybrid strategy, we compare it to the forced-placement and cluster-boxing strategies by plotting the area overhead versus the energy delay squared product $\left(E D^{2}\right)$. This metric is used because it is a measure of circuit performance independent of any voltage or frequency scaling techniques. Fig. 17 plots all of the design points which had low enough area overhead, such that all of their power switches could be placed within what would otherwise be used for filler cells. For both FADD2 and FADD3, the hybrid strategy with three cuts leads to a layout with the lowest $E D^{2}$. For the ALU, while the hybrid strategy with three cuts does very well, a three cut forced placement design does somewhat better. In general,


Fig. 17. Comparison of three placement strategies: (a) ALU; (b) FADD2; (c) FADD3.


Fig. 18. 64-core CMP.
the hybrid solutions have lower $E D^{2}$ than most, but not all, of the forced placement and cluster boxing designs for a given block.

## VI. Impact of Variations

Having considered the static power penalty, cutting strategies, and implications of place and route, we now shift gears to investigate how VI can combat the impact of random and correlated variations. To demonstrate the effects of both types of variation on a full system, we consider a CMP-like scenario consisting of 64 cores arranged in an $8 \times 8$ grid, as shown in Fig. 18. Each core contains one of each of the three circuit blocks (ALU, FADD2, and FADD3). The critical path of any one block limits the frequency achievable by the entire core. This is a fair consideration, as all three blocks were synthesized aggressively for the same frequency target, and all represent typical blocks which could set the frequency of a microprocessor. As we assume a global voltage, the slowest core limits the frequency achievable by the entire CMP.

First, we carefully model every path and every instance delay in each block, taking into account factors such as loading, fast/ slow inputs, and rising edge versus falling edge when calculating the delay of each instance in each path. Since each block is synthesized assuming cells operating off of 1.2 V , we can scale the delay of each cell with respect to HSPICE simulations of the cell at different voltages. By using the $\sigma / \mu$ delay numbers of each standard cell, gathered from Monte Carlo simulations, random variations can be applied to every cell for 1000 different


Fig. 19. Impact of random variations on 1000 cores without $\mathrm{VI}(\Delta \mathrm{V}=0 \mathrm{mV})$ and with voltage interpolation.
cores (each containing an ALU, a FADD2, and a FADD3). For each core, the worst resulting critical path sets the frequency of that core.

To demonstrate VI's delay-tuning capabilities, Fig. 19 compares histograms of the 1000 cores with random variations, with and without voltage interpolation. The $x$-axis is normalized to the target delay (nominal delay) of the design without any variations. Without voltage interpolation $(\Delta \mathrm{V}=0 \mathrm{mV})$ and when only random variations are considered, the worst-case delay distribution of the cores is relatively tight. However, there is a shift in the mean and none of the cores can meet the nominal delay target. The three subsequent subplots show the resulting delay distributions for three different settings of $\Delta \mathrm{V}$ (VHIGH—VLOW). Each subplot contains histograms for of all 1000 cores and all 16 voltage configurations, corresponding to the three-cut strategy.

While a larger $\Delta \mathrm{V}$ allows for wider tuning range, a core only suffering random variations does not require a high tuning range, and can subsist with a $\Delta \mathrm{V}$ of 100 mV . On the other hand, a large percentage of the cores require all logic groups to operate off of VHIGH, thus being no different from simply raising the global supply voltage. In contrast, with $\Delta \mathrm{V}=300 \mathrm{mV}$, more voltage configurations that use a mix of VHIGH and VLOW stages can meet the nominal delay target, thus providing an advantage over simple voltage scaling. Moreover, larger tuning


Fig. 20. Effectiveness of VI for 1000 cores with random and correlated WID variations.
range is needed to also combat the effects of correlated variations in large chips.

While a small $\Delta \mathrm{V}$ is sufficient for random variations, large chips also suffer from D2D and WID variations. We use a multilevel quad-tree method to model correlated WID variations as described earlier in Section IV. We assume the total correlated variation has roughly equal magnitude to cell-level random variations, applied evenly across four levels of the quad tree. Fig. 20 presents the effect of adding in correlated variations to the 1000 cores considered in Fig. 19, assuming the cores are a part of a much larger multi- or many-core CMP. Correlated variations significantly increase the spread of critical path delays in cores operating off of a single nominal voltage (no VI, nominal $\mathrm{VDD}=1.05 \mathrm{~V}$ ) and a large $\Delta \mathrm{V}$ is required to provide adequate tuning range to compensate for both random and correlated variations. When VI is applied to this scenario with $\Delta \mathrm{V}=300 \mathrm{mV}(\mathrm{VHIGH}=1.2 \mathrm{~V}$ and $\mathrm{VLOW}=0.9 \mathrm{~V})$, over $99 \%$ of the cores can be configured to meet the nominal delay target and often choose configurations with lower energy than merely using a single higher global voltage.

## A. 64-Core CMP

To examine the effects of within-die correlated variations on a full system, we consider a CMP consisting of 64 of our previously analyzed cores, arranged in an $8 \times 8$ grid. Having evaluated the implications of place and route, we assess the benefits of VI in the presence of delay and energy overheads. We choose the most successful placement strategy for each block-three cut forced placement for the ALU and three cut hybrid placement for FADD2 and FADD3. These designs are only subject to energy and delay overheads, since the necessary power switches are able to be placed within areas that would otherwise be used for filler cells.

We investigate 1000 chips, by randomly choosing cores with random variations from our previous analysis and applying the multilevel quad tree to model correlated variations. The worstcase core sets the frequency of the entire chip. Fig. 21(a) shows the delay distribution of the single-voltage chips operating off of a nominal VDD $=1.05 \mathrm{~V}$, with the $x$-axis again normalized to a target delay without variations. With the addition of correlated variations, not a single chip using the nominal voltage can meet the original timing target. Limited by the worst-case core out of 64 per chip, the distribution tightens up and the mean shifts to
longer delays when compared to the results in Fig. 20, which considers the impact of random and correlated variations on a core-by-core basis.

We first investigate the benefits of VI (VHIGH $=1.2 \mathrm{~V}$, $\mathrm{VLOW}=0.9 \mathrm{~V}$ ) by comparing yields. Fig. 21(b) plots the yield versus delay for both the voltage interpolated and the singlevoltage chips (at two voltage settings) for a range of target delays, normalized to the no variations target delay. At the original target delay, with both random and correlated WID variations, $72 \%$ of the VI chips meet timing, whereas none of the single-voltage chips meet timing when operating off of the nominal voltage ( $\mathrm{VDD}=1.05 \mathrm{~V}$ ). Raising the single global VDD to 1.2 V leads to yields marginally higher than implementing VI with VHIGH $=1.2 \mathrm{~V}$. The yields are not equivalent due to the delay overheads associated with the placement of the VI design. In either case, this maximum voltage limit caps the yield at the nominal delay target. By relaxing the timing target by $8 \%$, $98.3 \%$ of the VI chips can meet timing, whereas only $1.1 \%$ of the chips operating off of VDD $=1.05 \mathrm{~V}$ meet timing. Further relaxing the original timing target by $12 \%$ improves yield to $100 \%$ for the VI chips, whereas only $7.2 \%$ of the 1.05 V chips meet timing.

While results thus far have shown that VI can improve timing, it is important to also consider energy. Otherwise, simply meeting timing with VI is no better than scaling the global voltage with respect to the worst-case critical path in each chip to meet timing. Fig. 21(c) presents boxplots ${ }^{1}$ for the 1000 CMP chips with VI (VHIGH $=1.2 \mathrm{~V}$ and VLOW $=$ 0.9 V ) across a number of different chip frequency targets, but again presented in terms of delay. The $x$-axis is normalized to the nominal, no variations delay, and the $y$-axis is normalized to the nominal voltage chip energy (nominal VDD $=1.05 \mathrm{~V}$ ). At the nominal delay target, $72 \%$ of the VI chips can meet timing and require higher than nominal energy for most of the functional chips. The median chip requires $16 \%$ more energy compared to the nominal. If we relax the timing target to the mean of the delay distribution ( $22 \%$ slow down) in Fig. 21(a), all of the VI chips meet timing, and the median chip consumes $13 \%$ less energy than the nominal chip energy. If the delay target is slowed down further to allow $99 \%$ of the nominal voltage chips to meet timing ( $33 \%$ slow down), all VI chips operate at lower than nominal energy, with the median chip consuming $25 \%$ less than nominal energy. The flattening out of the minimum energy for longer timing targets arises because VHIGH and VLOW are fixed throughout the plot.
In contrast to using VI, Fig. 21(d) presents boxplots for the same 1000 chips but using global voltage scaling. Across the range of delays shown for 1000 chips, voltage scales from a minimum of 0.9 V to a maximum limited to 1.2 V . This voltage limit again leads to yields marginally higher to that of using VI above. At the nominal delay target, there is a $>42 \%$ energy penalty for the median chip using chip-wide global voltage scaling, whereas the median chips with VI suffered a $16 \%$ energy penalty. While global voltage scaling must choose a voltage that accommodates the worst-case delay path in the worst-case core, VI offers the

[^1]

Fig. 21. Evaluation of VI applied to 1000 CMP chips suffering random and correlated variations, after place and route. (a) Delay distribution of CMP chips operating off of a single fixed nominal VDD (without voltage interpolation). (b) Performance yield with and without VI (c) Normalized energy versus normalized delay for 1000 CMPs with VI (VHIGH $=1.2 \mathrm{~V}$, VLOW $=0.9 \mathrm{~V}$ ). (d) Normalized energy versus normalized delay for 1000 CMPs with global voltage scaling (maximum VDD $=1.2 \mathrm{~V}$ ).
effect of providing fine-grained voltages to each logic block in each core to maximize energy efficiency.

## VII. Conclusion

This paper has explored a number of design issues related to voltage interpolation, which can combat the deleterious effects of process variations. Tradeoffs related to the number of stage cuts and the magnitude of $\Delta \mathrm{V}$ were considered. The study centered on a number of blocks from an UltraSPARC T1 core, considering both random and correlated within-die process variations for a $130-\mathrm{nm}$ CMOS process with foundry-provided standard cells. We show that for these blocks, a higher number of cuts provides benefits that outweigh the static power cost associated with more cuts. Our work also examined the costs introduced by place and route within the context of three different placement strategies. Of them, the hybrid placement and the forced placement strategies produce the best balance of delay and energy overhead. Additionally, in the context of a 64-core CMP, a $\Delta \mathrm{V}=300 \mathrm{mV}$ is required to cover the delay spread seen by random and correlated variations. We show that, by using voltage interpolation, the median chip can hit the original timing target with only a $16 \%$ increase in energy consumption, whereas the median single-voltage chip requires a $42 \%$ increase in energy. Additionally, the median VI chip can hit the original energy budget with only a $13 \%$ delay overhead, whereas the median single-voltage domain chip suffers a $22 \%$ delay overhead.
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