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Abstract—This paper presents the design of an 8 channel, 5 Gb/s
per channel parallel receiver with collaborative timing recovery
and no forwarded clock. The receiver architecture exploits syn-
chrony in the transmitted data streams in a parallel interface and
combines error information from multiple phase detectors in the
receiver to produce one global synthesized clock. This collabo-
rative timing recovery scheme enables wideband jitter tracking
without increasing the dithering jitter in the synthesized clock.
Circuit design techniques employed to implement this receiver
architecture are discussed. Experimental results from a 130 nm
CMOS test chip demonstrate the enhanced tracking bandwidth
and lower dithering jitter of the recovered clock.

Index Terms—High-speed serial link, source-synchronous link,
parallel receiver, clock and data recovery, jitter tolerance, jitter
tracking bandwidth.

1. INTRODUCTION

HE exponential growth in IC technology has pushed
T on-chip clock rates well into the multi-GHz regime. In
multi-chip digital systems, in order for the entire system to
benefit from the increased on-chip computation speeds, the
off-chip input/output (I/O) bandwidth should also scale. This
has led to the widespread use of parallel links, where interfaces
employ tens to hundreds of I/O links in parallel to achieve their
bandwidth targets. Conventional parallel links are implemented
either as an ensemble of serial links (e.g., FB-DIMM) [1] or as
a source-synchronous link (e.g., Quickpath) [2].

An ensemble of serial links consists of identical trans-
ceivers, and each transmitter sends data to its receiver over a
channel—typically a printed circuit board trace for micropro-
cessor interfaces. Since the clock is embedded within the data,
the receiver must recover both the clock and data from the
incoming symbol stream. In contrast, in source-synchronous
links, a clock is sent to the receiver along with multiple data
signals. The receivers can use this forwarded clock for efficient
timing recovery (i.e., phase alignment) and avoid complex cir-
cuitry required for frequency acquisition. Since inter-channel
skew can be a significant fraction of the data unit interval (UI)
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for high data rates, these receivers often employ per-pin skew
compensation to maximize timing margins [3].

As process technology scales, parallel interfaces need to
deliver the high aggregate I/O bandwidth requirements of
future microprocessor systems while meeting latency, power
consumption, and form-factor constraints. They must also deal
with increasing amounts of on-chip power-supply noise and
channel losses that can add inter-symbol interference (ISI) and
cause jitter amplification. This paper describes the design and
experimental results from a 8 X 5-Gb/s parallel receiver that
seeks to merge the desirable characteristics of both embedded-
and forwarded-clock links. The proposed receiver employs
collaborative timing recovery instead of relying on a forwarded
clock or duplicating clock-recovery circuitry across all data
channels. Given synchrony between parallel data channels,
per-channel clock recovery is replaced by a single global
timing recovery (TR). This collaborative architecture incurs ap-
proximately 10—15% area and power overhead when compared
to source-synchronous links and is more power efficient than
an ensemble of serial links. Collaborative timing recovery also
greatly enhances the effective edge transition density, which
enables higher bandwidth in the TR loop—without increasing
recovered clock jitter or susceptibility to long sequences of 1’s
and 0’s—to track midfrequency supply noise that plague large
digital systems.

The remainder of this paper is organized as follows. Section II
motivates this work with a brief overview of how power-supply
noise affects link performance. Details of the proposed receiver
architecture is then presented in Section III with implementation
details of the main blocks and peripheral correction circuitry
following in Section IV. The performance advantages of the
proposed collaborative architecture are discussed in Section V
based on experimentally measured results from the prototype
chip. Lastly, Section VI summarizes the paper.

II. BACKGROUND

Before presenting the details of the receiver architecture and
its circuit design, it is instructive to understand the disadvan-
tages of existing architectures to motivate a new architecture.
In an ensemble of serial links (Fig. 1), each transceiver has its
own dynamic clock phase- and frequency-tracking loop, but this
replication consumes excess area and power. Also, low edge-
transition density in the data streams limits the tracking band-
width of these links. While encoding schemes like 8b/10b can
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Fig. 2. Block diagram of source-synchronous links.

ameliorate this issue, it comes with throughput and power over-
heads. Source-synchronous links (Fig. 2) are more power effi-
cient as they do not require clock-recovery hardware. The dy-
namic phase-tracking bandwidth of these links depends on the
correlation between the clock and data jitter, and is limited by
the mismatch in path length between the sampling clock and
data. However, to save clock power, the frequency of the for-
warded clock is often stepped down and a multiplying PLL
or DLL is used in the receiver to step the frequency back up.
This reduces the correlation in the jitter between the clock and
data, and degrades phase-tracking bandwidth. Moreover, lim-
ited channel bandwidth causes jitter amplification at high data
rates [4], further reducing the correlation between the clock and
data jitter.

A simple noise analysis can highlight the differences in
phase-tracking performance of serial links, source-synchronous
links, and the proposed collaborative timing recovery. Time-do-
main simulations, based on a quad-tree model, shown in Fig. 3,
elucidate link performance trade-offs across different noise
scenarios given supply-induced jitter on the transmitted clock
and data streams. In the model, total jitter is divided into
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Fig. 3. Quad-tree model for jitter injection in a parallel transmitter.

three components: low-frequency jitter (N,r) centered around
1 MHz; midfrequency jitter (Nyr) centered around 30 MHz;
and high-frequency jitter (Ngp) centered around 1 GHz.
The model assumes low-frequency jitter is correlated across
all channels, because it stems from a shared transmit-side
PLL. Midfrequency jitter incorporates the effects of spa-
tially-correlated noise across adjacent groups of channels due
to midfrequency resonance in the impedance of the power-de-
livery network, derived from analytical models of processor
on-chip power-delivery networks that show midfrequency noise
exhibits spatial correlations [5]. High-frequency jitter is not
correlated across channels. Fig. 4 plots the simulated rms values
of phase-tracking error for four different link configurations
and three noise scenarios, assuming a data rate of 5 Gb/s and
0.2 UI p-p jitter added to the data streams.

For the low-frequency jitter dominated case, we find that all
links have acceptable phase-tracking performance. The higher
BW serial link, whose bandwidth is the same as that of the col-
laborative link, has higher dithering jitter. The links also have
comparable performance in the high-frequency jitter dominated
case, as the receivers filter out most of the jitter on the incoming
data. The midfrequency noise dominated scenario is interesting.
The source-synchronous link exhibits high phase-tracking error
because midfrequency jitter on the clock and data channels is
not strongly correlated for data channels not located close to
the clock channel. The low bandwidth serial link filters out the
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Fig. 4. RMS phase-tracking error for different parallel link configurations across three noise scenarios.

midfrequency noise and the high bandwidth serial link has pro-
hibitively high dithering jitter, leading to conflicting trade-offs.
In comparison, the collaborative link tracks the average midfre-
quency jitter across all of the channels with low dithering jitter
and exhibits the lowest amount of phase-tracking error. While
the collaborative architecture requires 10—-15% area and power
overhead when compared to source-synchronous receivers, it is
more power efficient than serial links with high phase tracking
bandwidth. Trends for on-chip power supply noise over the past
few years show that the midfrequency component of the noise
is growing [6], which in turn leads to higher amounts of midfre-
quency jitter in the transmitted data signals. Thus, it is impor-
tant for high-speed receivers to have the ability to track midfre-
quency jitter and motivates this collaborative architecture.

Although the analysis above only uses discrete values of
jitter frequencies, it provides insight into the behavior of the
collaborative architecture. The phase tracking error is low for
jitter frequencies within the tracking bandwidth of the loop and
when noise across the channels are correlated. However, when
the jitter is uncorrelated, or beyond the tracking bandwidth of
the loop, performance degrades. This suggests designing the
tracking bandwidth of the collaborative timing recovery loop
to be greater than the midfrequency noise frequency, which
has been in the 100-300 MHz range for multiple generations
of modern microprocessors. While the test-chip prototype,
implemented in a 130 nm technology, exhibits much lower
bandwidth (1-10 MHz), it ought to scale well with technology.
Higher clock rates, lower-latency clock buffers, and lower
degrees of interleaving can enable the collaborative architec-
ture, implemented in aggressively-scaled technologies, to track
midfrequency jitter with low tracking error.

III. PROPOSED ARCHITECTURE

The block diagram of the proposed receiver architecture is
shown in Fig. 5 [7]. It consists of multiple local receiver slices,
one for each data channel of the parallel receiver, and one
global timing recovery (TR) block. Each local receiver slice
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Fig. 5. Receiver architecture.

uses Alexander-type bang-bang phase detectors, and early/late
timing error information from each of these detectors is sent
to the global TR block. The global TR aggregates the error
information and produces the recovered clock (Global RxCIk)
that tracks the frequency and the correlated jitter of the data
signals. No synchrony is assumed between the reference clock
and the clock on the transmitter, and the burden of frequency
synthesis is placed on the global TR block. This recovered
clock is distributed to the local receivers. The local receivers
manipulate only the phase of the incoming global RxClk to
compensate for static inter-channel skew. They also generate
local multiphase clocks (Local RxClIk) that drive local time-in-
terleaved receiver samplers.

Fig. 6 illustrates the details of the global TR block with
respect to the design parameters used in the prototype chip.
The popular dual-loop architecture [8] is employed for timing
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Fig. 7. Linearized CDR model.

recovery. A phase-locked loop generates eight clocks evenly
spaced by 45°, which are then used by the clock recovery loop
to generate the synthesized clock. In the clock recovery loop,
the early/late timing error signals from 8 data channels are
first aligned to a common clock, and then summed up in the
phase error summer. The error information arrives once every
2 clock cycles to alleviate speed requirements of downstream
digital circuitry at the expense of tracking bandwidth. The
error sum is passed to a second-order digital filter having both
proportional (K,) and integral (K;) paths. Using second-order
control enables the loop to track frequency offsets between
reference clocks in the transmitter and receiver, and extend the
frequency-tracking range of the timing recovery loop [9]. De-
coded bits out of the filter drive a clock synthesizer consisting
of two 4:1 MUXes and a 5b phase interpolator (PI) to generate
the Global RxCIk.

A linear analysis of the global timing recovery loop is used
to set the K, and K; values, and ensure stability of the system.
A number of recent works have developed small-signal models
for digital clock and data recovery (CDR) loops, as shown in
Fig. 7 [9], [10]. In this model, Kpp is the linearized gain of the
bang-bang phase detector (PD), K, is the proportional gain of
the filter, K; is the integral gain of the filter, Kpr is the gain
of the phase interpolator, and M is the latency in the loop. The
overall open-loop transfer function is

_ Kpp - Kpr K; —M
L D= =/ — K M 1
(z7) <1—,z1 >< p+1—zl>z M

The phase transfer function is given by

L(z™1
- M) @)
(L+L(z™1))
where ®g,mp and Pga¢, are the phase of the sampling clock and
the data, respectively.

(I)samp

(I)data
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The collaborative timing recovery loop can also be modeled
using (2), with the only difference being the representation of
the PD. The models described in [9], [10] linearize the grossly
non-linear transfer function of the PD by calculating its gain
in the presence of sampling clock jitter. It has been shown that
if the rms value of the clock jitter is o;, the linearized gain
Kpp is equal to 1/(\/%(7]-) [11]. The Kpp for the collabora-
tive loop is the effective gain for the ensemble of PDs. The orig-
inal Kpp is scaled by a factor of 8 since error from 8 receivers
are summed together. Also, the interleaved front-end samplers
have small voltage offsets caused by inherent device mismatch
in deep sub-micron process technologies. The spread in sampler
offsets further linearizes the transfer function of the phase de-
tector. This model is used to set the phase tracking bandwidth
of the collaborative timing recovery loop.

Fig. 8 presents details of each receiver slice, which consists
of two cascaded DLLs, interleaved data and edge samplers,
skew-compensation logic, and phase spacing error correction
circuits. The global RxClk first goes through a duty cycle
corrector (DCC) to compensate for distortion from the clock
distribution buffers. The first DLL, called the phase de-skew
DLL, adds a variable amount of delay to the clock path such
that its output clock (Local RxCIk) is phase aligned to the
incoming data. The second DLL produces the 8 evenly-spaced
clock phases that drive 8 interleaved edge and data samplers.
The phase detector logic generates early/late information sent
to the global TR block and to the digital filter in the local phase
de-skew DLL. The filter controls a simple 4b thermometer en-
coded DAC to add offsets between the up and down currents of
the charge pump, which translates to skewing the DLL output
clock [12]. The digital filter uses AY modulation to reduce
quantization noise in this loop with phase filtering provided by
the low-pass transfer function through the DLL (Icp to ®gyt).
The tuning range of the de-skew circuit is greater than £0.5 UL
Also shown in the figure is the phase spacing error correction
loop that corrects imbalances in the delays through each stage
of the delay line due to any nonidealities in the reference clock
entering the second DLL.

The cascaded-DLL architecture was chosen for a variety of
reasons, although other architectures can also provide similar
functionality. It only requires one phase of the global RxClk
to generate the de-skewed local RxClk, which avoids having to
distribute multiple clock phases with phase mixers at each re-
ceiver slice. DLLs exhibit substantially all-pass phase transfer
characteristics and, hence, does not limit the global TR band-
width. No extra preshaping delay buffers are required in the
clock path before the second DLL used for multiphase clock
generation. Lastly, this topology offers a convenient location for
placing the duty cycle correction circuit. The duty cycle of the
clock entering the second DLL is sensed and tuned to 50% via
correction circuitry placed before the first DLL to not disturb
the shape of the clock signal into the second DLL. Given the
large number of loops in this design, care must be taken to en-
sure that loops do not adversely interact with one another. Since
DLLs in the local receiver slices do not introduce phase filtering
in the clock path of the local receiver, they do not impose addi-
tional constraints on the phase-tracking bandwidth of the global
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TR loop. With a digital filter, local de-skew loop bandwidth can
be programmable, and is set 2 orders of magnitude lower than
the bandwidth of the global TR loop. Also, the local de-skew
loop only operates periodically to compensate for static skew
and temperature drift. This periodic operation minimizes addi-
tional dithering jitter on the sampling clock, which would oth-
erwise occur as a result of the global TR loop trying to track the
combined dithering of the parallel de-skew loops.

IV. CIRCUIT DESIGN

This section describes the implementation details of the
building blocks for both the global timing recovery loop and
the local receiver slices.

A. Global Timing Recovery Loop Components

We begin with the main components of the global TR loop.
The error summer, digital filter, and decoder all rely on digital
circuitry, implemented with a standard digital CAD flow. The
PLL, used for multiphase clock generation, uses a conventional
design and its details are omitted for brevity. The phase inter-
polator and error retimer are described in detail below.

The 5b phase interpolator, combined with the 8 VCO clock
phases, provides a total of 256 phase steps per clock period. The
unmodified digital interpolator shown in Fig. 9 uses weighted
inverters to mix two phases and generate a full-swing clock.
Thermometer-weighted inverters are used for the MSBs to min-
imize the impact of process mismatch in order to achieve a
monotonic phase-versus-code characteristic. One drawback of
this digital interpolator is that, large RC time constants at nodes
A, B, and C are desirable such that the clock transition times are
roughly 2-3x the VCO phase spacing to provide good linearity.
However, this reduces the signal swing at node C. Also, due to
mismatched drive strengths between the pMOS and nMOS de-
vices in the inverters and process variations, the DC voltage at
node C can shift away from the switching threshold of inverter
Z. The shifted DC voltage and reduced signal swings can cause
severe duty-cycle distortion out of inverter Z or failure to switch
at all. A remedy is to add a series capacitor before inverter Z
and a feedback resistor to self-bias its input voltage to precisely
the switching threshold. With the series capacitor, even if node
C sees a large DC shift with small signal swing, node D will
be biased to the optimal voltage for inverter Z to amplify the
signal with minimal duty-cycle distortion. The series capaci-
tance is large (100 fF) with respect to the gate capacitance of

inverter Z (2 fF) to minimize signal attenuation, and the feed-
back resistance is large (90 k{2) to minimize static current draw.
Interleaved metal-fingers comprise the series capacitor, which
introduce little parasitic capacitance and negligible amounts of
additional power.

Fig. 10 illustrates the error-retimer circuit in the global TR
block to align error information from multiple receiver slices
to its local clock domain. This circuit is required since the ar-
rival times of the E/L signal to the global TR block depends
on the timing in each local Rx slice and the propagation delay
from the local slice to the global TR block. Since frequency is
matched, this circuit samples the incoming E/L[n] signal with
a pair of rising-edge clock signals separated by more than the
setup-and-hold window of the flip-flops. A mismatch between
the two samples tells the XOR based logic to select the output
data sampled on the falling clock edge.

B. Local Receiver Slice Components

The details of the local receiver building blocks are discussed
next. The digital logic for the phase detectors and loop filter in
the local receivers were created using a standard digital CAD
flow. The design details of the DLL is described below.

Nearly identical DLLs are used for phase de-skew and multi-
phase clock generation. Fig. 11(a) shows the details of the DLL.
The incoming clock goes through a delay line consisting of four
differential buffers. The phase detector in the loop locks the
delay of the delay line to 180°. The PD is designed to have
only two states, to avoid the false-lock problem associated with
using phase-frequency detectors in DLLs [13]. When the loop
is in lock, the PD generates narrow UP and DN pulses of equal
widths to prevent a dead zone in its transfer function. The use of
an active loop filter offers two advantages. It provides a second-
order low pass transfer function from I¢p, the charge pump cur-
rent, to @, that is able to filter out the quantization noise in the
control bits to the charge-pump DAC in the phase de-skew DLL.
The feedback amplifier also biases the output node of the charge
pump to Vg, irrespective of the delay of the delay line. By
adjusting Vrgr, small mismatches in the charge pump up and
down currents of the multi-phase generating DLL can be com-
pensated.

The delay cell uses pseudo-differential current starved in-
verters with rail-to-rail swing, and is shown in Fig. 11(b). The
current source is split into a 4X device and a 1X device that
are controlled by the coarse and fine voltage control signals,
respectively. In this test chip, the coarse control voltage is set
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manually and the feedback loops determines the fine control
voltage. In a real system, a peripheral loop can be designed to
set the coarse control voltage during the initialization of the re-
ceiver. The simulated coarse and fine gain of the delay line are
800 ps/V and 200 ps/V, respectively. While these delay cells
produce nearly full-swing clock signals, they have asymmetric
rise and fall times due to the difference in strengths of the pull-up
and pull-down paths. To correct for this, duty-cycle restoring
buffers similar to those described in [9] are used at the output of
the delay buffers to drive the samplers. Series-connected sense
amplifier based samplers are employed in this design [14].

C. Phase Spacing Error Correction Circuit

The local receivers use two DLLs for phase de-skew and
multi-phase clock generation, respectively. Both of these func-
tions can be achieved by using a single phase-locked loop [15],
but DLLs are preferred as they do not perform any phase fil-
tering on the incoming synthesized clock. However, there are
some caveats to using DLLs: 1) A small difference between the
charge pump up and down currents can result in static phase
spacing error at the end of the delay line in a DLL; 2) DLLSs that
lock the delay of the delay line to half a reference clock cycle are
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very sensitive to the duty cycle of the reference clock signal; and
3) the shape of the reference clock entering the delay line can
exacerbate phase spacing mismatches in DLLs. We have dis-
cussed a technique to correct for the charge pump current mis-
match while describing the DLL. The duty-cycle corrector used
is similar to that used by Tan ef al. [16]. This section describes
a technique to adjust the shape of the reference clock entering
the delay line to reduce phase spacing errors.

In a voltage-controlled delay line, the voltage swing and slope
of the clock entering the first delay cell can differ from those
entering subsequent stages, resulting in adjacent delay stages
having slightly different delays. All stages would have equal
delays if the input and output signals were identical, as is the
case for a voltage-controlled oscillator. Hence, designers fre-
quently employ preshaping buffers to preshape the clock en-
tering the delay line. However, preshaping buffers introduce ad-
ditional latency in the timing recovery loop. The proposed local
receiver has a full delay line from the phase de-skew DLL to
shape the clock. Unfortunately, its control voltage is set by the
phase de-skew loop, which can differ from the second DLL’s
control voltage. Fig. 12 shows the simulated nonlinearity in the
phase spacings for a DLL consisting of a four-stage differential
delay line after preshaping using an identical delay line with
a different control voltage. Despite the nearly-ideal simulation
environment, deviations in stage-to-stage delay are noticeable
and can be attributed to our delay cell, which is sensitive to the
slope of the rising edge of the incoming signal. Other delay cell
topologies may be less sensitive to the shape of the clock en-
tering the delay line.

Simple correction circuitry can further shape the clock signal
entering the delay line to equalize stage delays in second DLL,
used for multiphase clock generation. The rise and fall times
of the input clock to the multi-phase generating DLL are ad-
justed by sinking or sourcing small amounts of current from the
penultimate delay stage of the phase de-skew DLL. A feedback
loop, shown in Fig. 13, consists of XOR-based delay detectors,
charge pump, loop filter, and a V/I converter [17]. As can be
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seen from Fig. 12, imperfect clock slope of the incoming clock
causes the delays of the delay cells to be either distributed as
fast-slow-fast-slow or as slow-fast-slow-fast. Thus, the error is
such that all odd delay stages are either faster or slower than all
even delay stages. The charge pump dumps or removes charge
proportional to the difference between the odd and even delays.
Multiple error detectors are used to average out the effects of
random mismatches between the adjacent stages. The charge
pump employs feedback biasing to ensure that static and dy-
namic mismatches in the up and down currents do not introduce
offsets that can result in residual delay mismatches.

Simulation results (Fig. 12) indicate that the RMS DNL
reduces from 16.9 ps to 2.1 ps. However, the efficacy of this
method is limited by mismatches in the loading of the delay
cells and random mismatches in the delay cells and XOR gates.
To prevent interaction between the loops, the bandwidth of
this loop is set to be greater than the bandwidth of the phase
de-skew loop. The shape of the reference clock entering the
second DLL changes when there is a change in the control
voltage of the first DLL, which in turn is controlled by the phase
de-skew feedback loop. Thus, as long as the error-correction
loop bandwidth is greater than this, it is able to compensate for
the change in the control voltage of the first DLL.

V. MEASUREMENTS AND RESULTS

A test chip was fabricated in the UMC 130 nm CMOS logic
process and the die photo is shown in Fig. 14. The floorplan of
each local receiver slice is shown in Fig. 15 for additional de-
tail. The chip occupies a total area of 6.25 mm?, and an active
area of 3.2 mm?. The die is bonded directly to a four-layer test
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board using gold bond wires to minimize parasitics. This is crit-
ical as no equalization is included in this receiver test chip and
maximum signal integrity of the data signals is desirable at the
sampler inputs.

To test this chip, up to eight synchronous PRBS data sig-
nals are required with the ability to add controlled amounts of
correlated jitter to the data signals. While the simplest way to
achieve this is to use a high-speed parallel bit error rate tester
(parBERT), we rely on two lower-cost options available to us.
For initial tests, a Tektronix 5334 parallel data generator was
used. Its maximum data rate is 3.35 Gb/s and we performed a
comprehensive set of tests at 3.2 Gb/s to verify functionality and
performance of the test-chip at lower data rates.

To test the chip at higher data rates, we rely on an FPGA-
based parallel transmitter with the ability to add correlated jitter
on multiple data streams as shown in Fig. 16, consisting of a
Xilinx Virtex4 FPGA with RocketIO transceivers that can gen-
erate multiple parallel data streams. Correlated jitter is added by
combining voltage noise to one of the differential clock input
signals using a power combiner/splitter. Inside the FPGA, the
output of the differential to single-ended converting buffer is a
clock with jitter. This clock is then frequency multiplied by a
PLL and distributed to the transceiver slices. The —3 dB band-
width of this PLL is in the 20-30 MHz range, facilitating the
injection of relatively wideband jitter on the transmitted data.

The local reference clock for the test chip is generated from a
separate clock generator. This allows the addition of a frequency
offset between the clock and data. The recovered clock is driven
to a sampling scope to measure the jitter histogram. An on-chip
PRBS verifier is used to perform BER measurements.

A. System Results

Several parameters are swept to experimentally demonstrate
the merits of the collaborative timing recovery architecture. The
receiver can be configured to combine error information from
different numbers of channels and have different settings for K,
and Kj; in the digital filter of the global TR. Different frequency
offsets can be added to the local reference clock of the receiver
with respect to the transmitter clock and PRBS data of different
run-lengths can be transmitted to the receiver. Fig. 17 plots the
jitter histogram of the global recovered clock (triggered by the
transmitter clock) when the global TR is combining error in-
formation from 7 channels, K, = 27° K, = 271, 7 bit PRBS
data, and no frequency offset. Access to the 8th channel is unfor-
tunately blocked by insufficient connector spacing on the board.
The rms value of the recovered clock jitter is 5.24 ps.
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Fig. 18 plots the sideband in the spectrum of the recovered
clock, relative to a clean clock, when correlated wide band jitter
is added to the transmitted data. The number of channels sharing
timing information is swept while the K, and K; settings of the
global TR block are fixed to 27> and 2711, respectively. The
plot shows that the jitter tracking bandwidth of the receiver im-
proves as the number of channels that contribute timing error
information increases from 1 to 6. Results for 7 or 8 channels
could not be obtained due to limitations of the FPGA-based
test setup. The plot also reveals jitter peaking, which can be at-
tributed to additional latency inadvertently added to the global
TR loop in the latter stages of design.

The jitter tracking bandwidth of the global TR loop can also
be increased by increasing the gain coefficients in its digital
filter, while fixing the number of channels that share timing in-
formation. Fig. 19(a) plots the dithering jitter on the recovered
clock for the two scenarios. Shown in the dark line is the case
where the number of channels is fixed to 1 and the proportional
and integral gains are increased to increase the loop bandwidth.
The K, /K ratio is fixed to 276 As expected, we see that as the
coefficients are increased, the dithering jitter also increases from
2.7 ps to 3.8 ps. The other scenario, plotted using the lighter line,
shows the dithering jitter for the collaborative TR. We sweep the
number of channels that share timing information while keeping
the gain coefficients fixed. In this case, we see that as the band-
width of the loop increases, the dithering jitter reduces from
2.7 ps to 2.2 ps. The numbers reported in this plot indicate only
the dithering jitter that is obtained by subtracting the baseline
PLL jitter of 4.7 ps from the total clock jitter. This plot confirms
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that increasing the effective edge transition density via collab-
oration enables the timing recovery loop to operate with higher
tracking bandwidth settings while reducing dithering jitter. To
further demonstrate this, Fig. 19(b) shows dithering jitter mea-
sured on the recovered clock reduces as the number of channels
increases while tracking bandwidth is held roughly constant by
modifying gain coefficients.

The increased edge transition density also helps to improve
the robustness of the timing recovery in the face of long strings
of 1’s and 0’s. Fig. 20 plots the dithering jitter in the recov-
ered clock for 7-bit PRBS case and 15-bit PRBS case, when
200-ppm frequency offset is present between the local reference
clock and the data. For the 1 channel case, the dithering jitter is
higher when the longer run-length PRBS sequence is used. As
the number of channels sharing timing information increases,
the difference in dithering jitter for the two PRBS lengths re-
duces, demonstrating the resilience of the collaborative archi-
tecture to long strings of 1’s and 0’s. A 200-ppm frequency
offset is used in this experiment, as the CDR becomes more sen-
sitive to the run-length when it is functioning as a frequency syn-
thesizer. This also explains the higher dithering jitter than those
reported in Fig. 19. Finally, the measured linearity of the phase
interpolator is shown in Fig. 21. The worst case INL and DNL
of the interpolator are 5.6 LSBs and 0.8 LSBs, respectively.

B. Correction Circuit Results

Fig. 22 plots the measured phase spacings with the PSEC loop
turned on and off for one of the DLLs in the parallel receiver.
The reference clock frequency is 1.25 GHz and the nominal
delay of each stage is 100 ps. The rms differential nonlinearity
(DNL) reduces from 21 ps to 10 ps. The residual error can be
attributed to random delay cell mismatches and offsets in the
correction circuit. The rms DNL for seven DLLs from seven re-
ceiver slices are plotted in Fig. 23. On average, the rms DNL
reduces by 42% when the PSEC loop is turned on. All phase
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spacing measurements were made by sweeping a 1010. .. data
pattern at 5 Gb/s across half a reference clock cycle and ob-
serving the sampler outputs.

Overall, the 8 x 5 Gb/s parallel receiver consumes 310 mA
of current from a 1.45 V supply (including all output
drivers), which translates to a power efficiency better than
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for different degrees of collaboration while keeping loop tracking bandwidth
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11.2 mW/Gb/s. The performance of the test chip is summarized
in Table L.

C. Discussion

While the collaborative timing recovery architecture enables
wideband jitter tracking, some attention must be paid to the area
and power overheads of this design. Table II provides a power
breakdown of this loop, calculated from post-layout schematic
simulations. The power overhead of implementing this archi-
tecture over traditional source-synchronous receivers is around
8.5%. The area overhead of the phase interpolator, global digital
loop filter, error summer and routing is around 15% per receiver.
The power and area costs of the PLL has not been taken into ac-
count while calculating the overheads.
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TABLE I
PERFORMANCE SUMMARY
Technology 0.13pm CMOS
Supply voltage 1.45V
Active Area 3.2 mm?
Throughput 8x5 Gb/s
Power consumption | 450 mW
Tracking range | 45000 ppm
BER <101
TABLE II
DETAILED POWER BREAKDOWN
Local Rx Slices 81.9%
PLL 3.6%
Clock Distribution 6.0%
Phase Error Signal Routing 2.7%
Phase Interpolator and Global Control Logic | 5.8%

The additional power and area cost is used to achieve the in-
creased jitter tracking bandwidth while limiting the dithering
jitter. As was shown in Section II, source-synchronous receivers
fail to track the spatially varying components of the jitter on in-
coming data. If one were to design a serial receiver with large
tracking bandwidth, the update rate of the control logic in the
receiver would have to be very fast, making each receiver con-
sume too much power. Moreover, some techniques to control the
higher dithering jitter would have to be implemented. Recently,
O’Mahony et al. presented an injection-locked parallel receiver
architecture that achieves wideband jitter tracking while having
very good power efficiency [18]. However, the use of LC oscil-
lators in each receiver path leads to high area overheads.

VI. SUMMARY

A parallel receiver with a collaborative timing recovery ar-
chitecture is presented. Sharing timing information from sev-
eral synchronous data streams enables wideband jitter tracking
by reducing dithering jitter on the received clock. The proposed
design incorporates several techniques: a global digital clock
synthesizer that sums up timing error information from mul-
tiple receiver slices and filters it using a second-order digital
filter; a dual DLL based receiver architecture that performs skew
compensation and samples 4-way interleaved data without in-
troducing phase filtering in the path of the sampling clock; and
a phase-spacing error correction circuit that compensates for
phase-spacing mismatches introduced by the shape of the ref-
erence clock in DLLs. The design techniques are validated by
a test-chip fabricated in a 130 nm CMOS process. An FPGA-
based parallel transmitter is developed to test the receiver test-
chip at high data rates. Experimental results confirm that the col-
laborative architecture improves the overall jitter performance
of the timing recovery loop.
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