Accelerating Bayesian Inference on Structured Graphs Using Parallel Gibbs Sampling
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Abstract—Bayesian models and inference is a class of machine learning that is useful for solving problems where the amount of data is scarce and prior knowledge about the application allows you to draw better conclusions. However, Bayesian models often require computing high-dimensional integrals and finding the posterior distribution can be intractable. One of the most commonly used approximate methods for Bayesian inference is Gibbs sampling, which is a Markov chain Monte Carlo (MCMC) technique to estimate target stationary distribution. The idea in Gibbs sampling is to generate posterior samples by iterating through each of the variables to sample from its conditional given all the other variables fixed. While Gibbs sampling is a popular method for probabilistic graphical models such as Markov Random Field (MRF), the plain algorithm is slow as it goes through each of the variables sequentially. In this work, we describe a binary label MRF Gibbs sampling inference architecture and extend it to 64-label version capable of running multiple perceptual applications, such as sound source separation and stereo matching. The described accelerator employs a chromatic scheduling of variables to parallelize all the conditionally independent variables to 257 samplers, implemented on the FPGA portion of a CPU-FPGA SoC. For real-time streaming sound source separation task, we show the hybrid CPU-FPGA implementation is 230x faster than a commercial mobile processor, while maintaining a recommended latency under 50 ms. The 64-label version showed 137x and 679x speedups for binary label MRF Gibbs sampling inference and 64 labels, respectively.
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I. INTRODUCTION

The recent advancement in machine learning, especially deep learning, has been tightly coupled with the advancement of computing power, which enabled us to create and evaluate more sophisticated models that can span billions of parameters [1]. Coupled with GPUs that are excellent at doing linear algebra operations such as matrix multiplication, there have been numerous state-of-the-art results achieved in many distinct domains, including computer vision, natural language processing and more. However, the power of deep learning has been mostly limited to discriminative models and supervised learning. Although newer networks for generative models such as, Generative Adversarial Networks [2] and Variational Autoencoders [3], [4], have been introduced, dealing with applications that has large amount of unlabeled data or with substantial uncertainty and noise is normally reserved for Bayesian models and inference.

Bayesian models pose challenges that are different from deep learning. They tend to have more complex structure, that may be hierarchical with dependencies between different distributions. Without an easily-defined common computational kernel and hardware accelerators like GPU and TPU [5], and software frameworks such as Tensorflow [6] and PyTorch [7], it is hard to build and run models fast and efficiently. This work explores hardware accelerators for Bayesian models and inference which has growing interest and demand.

Probabilistic graphical models are Bayesian models described in a graph in which the nodes and the edges between them encode the dependency between the random variables [8]. They provide an intuitive way to describe Bayesian models, which could have very complicated dependencies and distributions among the variables. The process of questioning the model and obtaining the desired answer from it is referred to as inference and it is known to be computationally expensive, often intractable. In order to solve these large problems, approximate inference methods are employed. We accelerate one of the most commonly used Markov Chain Monte Carlo (MCMC) method called Gibbs sampling by offloading the compute to a parallel and parameterized architecture [9]. By employing chromatic scheduling of conditionally independent variables to parallel Gibbs samplers, a sequential Gibbs sampling process is computed in parallel.

We demonstrate a hybrid CPU-FPGA implementation for an unsupervised learning application, sound source separation, which is often called Blind Source Separation (BSS) when minimal or no information is provided about the sources or the mixing process [10]. Source separation is modeled as a 2-D Markov Random Field (MRF) and the FPGA accelerator is configured on a hybrid CPU-FPGA SoC to speed up the Gibbs sampling inference. An array of 257 parallel Gibb samplers is implemented on Xilinx Zynq UltraScale+ ZCU102-ES2 board. By partitioning the compute between CPU and FPGA for the sound source separation task and offloading the Gibbs sampling inference computation to the FPGA, we are able to achieve 230x speedup over running the application on the ARM Cortex-A53 while keeping the latency under 50ms. We further describe a 64-label implementation that is capable of running computer vision tasks such as stereo matching while achieving 137x over A53 on the binary labels MRF Gibbs sampling inference used
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for source separation and 679x for the 64 labels.

In Section II, we quickly overview the model, inference, and the application discussed. Section III describes the parameterized architecture that accelerates Gibbs sampling on MRFs with chromatic scheduling of conditionally independent variables. Section IV discusses the hybrid CPU-FPGA SoC implementation of real-time streaming sound source separation. Section V extends the binary label MRF Gibbs sampling inference to 64 labels which extends the support for other perceptual applications such as stereo matching. Section VI lists other previous research efforts made to parallelize and accelerate Gibbs sampling inference. We conclude with final remarks and present future research directions in Section VII.

II. BACKGROUND
A. Bayesian inference on Markov random field
A pairwise MRF with four-connected neighbors is most often used for labeling problems in computer vision [11]. Figure 1 shows the factorized distribution on a four-connected pairwise MRF. Given a node \( i \in V \), the set of all nodes, the relationship between the label on the node \( x_i \) and the observed data \( y_i \) is represented as potential \( \phi_i \). The edge between node \( i \) and \( j \), \((i,j) \in \eta\) represents the affinity between the neighboring nodes using potential \( \phi_{i,j} \). The posterior distribution of MRF is the product of all node and edge factors:

\[
P(x,y) = \frac{1}{Z} \prod_{i \in V} \phi_i(x_i,y_i) \prod_{i,j \in E} \phi_{i,j}(x_i,x_j) \tag{1}
\]

where \( Z \) is called a partition function or a normalizing constant; it is the sum of all possible values of \( \phi \). Following Gibbs distribution formulation, probability distribution in (1) is proportional to the sum of energy functions which is equivalent to taking the negative log of (1):

\[
E(x,y) = \sum_{i \in V} \theta_{i}(x_i,y_i) + \sum_{i,j \in E} \theta_{i,j}(x_i,x_j), \tag{2}
\]

where \( \theta_{i}(x_i,y_i) \) and \( \theta_{i,j}(x_i,x_j) \) are energy functions often referred to as data cost and smoothness cost respectively [12].

C. Gibbs sampling for Source Separation
While there are many different perceptual applications with varying number of possible labels for each of the nodes, we initially focused on binary label MRFs and Gibbs sampling inference on them. Applications such as image segmentation [14] and sound source separation [15] can be solved using binary MRFs. Sound source separation application modeled as a binary MRF can be solved using Gibbs sampling inference.

Source separation consists of multiple functions to enable unsupervised learning of Gaussian parameters through expectation-maximization (EM). The means and variance of each of the sources are updated after Gibbs sampling inference and repeated until convergence. A pair of sound mixture spectrograms are used to compute an auditory cue commonly used for sound localization called interaural level difference (ILD), \( A \), which is the log ratio of the energy values seen at each of the time-frequency point of the spectrograms. The data cost is defined as a mixture of two Gaussian distributions and the smoothness cost is a simple \( L1 \) norm to penalize the having different labels between the neighbors. The computed costs are used to perform Gibbs sampling inference. The source separation using Gibbs sampling has two nested loops, where the inner loop performs Gibbs sampling for \( N \) nodes in the MRF for \( T \) iterations and the outer EM loop that updates the MRF distribution using improved Gaussian parameters through unsupervised learning.

Source separation using Gibbs sampling steps:
1) Get ILD values for an audio frame.
2) Generate data and smoothness costs using Gaussians.
3) Perform $T$ iterations of Gibbs sampling on $N$ nodes.
4) Generate binary masks and update Gaussians.
5) Repeat 2) to 4) for EM iterations.
6) Go back to 1) for a new audio frame.

III. FLEXIBLE GIBBS SAMPLING ARCHITECTURE FOR MRF

The 32-bit fixed point datapath for the binary MRF Gibbs sampler, shown in Figure 2, consists of three stages: total cost computation, generation of probability distributions, and sampling a new label. The inputs are data costs for the sampled node and the labels of the neighboring nodes. After each Gibbs sampling iteration, the sampler produces a new label that is stored back to the labels memory.

A. Three-stage datapath

1) Total cost computation: For 2-D grid MRFs with smoothness costs that do not depend on the input, the actual values of the smoothness costs computed will not vary from node to node and can be found statically. We can offload the total cost computation to the accelerator by storing pre-computed smoothness cost values for all permutations of label pairs into local smoothness cost tables in each of the Gibbs samplers. This optional table trades logic area with lower latency, which can be desirable for perceptual applications where latency is one of the most important design specifications. Gibbs samplers compute energy for each node and evaluate probability distribution as shown in Figure 2. It shows how the data costs for all possible labels summed with smoothness cost table values indexed by the neighboring labels to generate a total cost.

2) Generation of conditional distributions: Using the total cost found in the previous stage, the conditional distributions are generated using the Boltzmann distribution formulation, which takes the total energy, scales it by a constant $\beta$, and finds the negative exponential value. The negative exponential function unit uses Taylor polynomials and LUTs for error values with 16 bits of precision. The result is the conditional distribution given the label value and it is accumulated to find cumulative sums of these distributions. The cumulative sums for all possible labels are stored in a FIFO.

3) Sampling new label: Once the cumulative sums for iterating through all possible labels have been computed and stored in a FIFO, these values are compared against $\text{SamplingProbability}$, a threshold for sampling a new label for the node, obtained by scaling an uniform random number by the final sum of conditional distributions. A 32-bit uniform random number generator with 43-bit LFSR and 37-bit CASR [16] was implemented to generate the uniform random number needed. $\text{SamplingProbability}$ is compared against each of the cumulative sums until a sum larger than the sampling probability is found. The label corresponding to the sum is selected as a new label for the variable.

B. Parallel Gibbs sampling using 2-color scheduling

It is worth noting that in an MRF sampling a new label for a node in a graph involves looking at the labels for the neighboring nodes, the nodes that are connected to the observed node by edges, but not the others. By applying graph coloring, we can create a checkered pattern 2-coloring of the nodes in the MRF, where nodes of one color are conditionally independent of all the other nodes of the same color. This allows us to sample all the same colored nodes in parallel across two phases for each color while preserving ergodicity, therefore, resulting in targeted stationary distribution [17]. This reduces the runtime from $O(n)$ where $n$ is the number of labels to $O(k)$ where $k$ is the number of colors, as long as we have enough samplers to process all the nodes of same color concurrently. The programmable hardware scheduler assigns conditionally independent variables to parallel Gibbs sampler array. The scheduler also supports fine-grain scheduling for each samplers to avoid waiting for all the other samplers to finish but to sample ahead and start executing the next sampling iteration minimizing the latency of the sampling.

C. Computation by row

Ideally, we would want to have as many processing elements as the number of nodes in a graph. However, as such idealism is unlikely for most case given resource constraints, the architecture instead assumes enough number of processing elements per row of an MRF and chromatically schedules conditional independent variables of same color in parallel to the array of processing elements row by row.

To perform chromatic scheduling of Gibbs sampling, the MRF is divided into two dark and light colors. All the nodes of same color in the row will be sampled concurrently and the other color together in the next phase. This allows us to use one address space to address the row and read all the costs and labels required for that row and also two other address spaces, one above and one below, to find labels for the neighboring values as shown in Figure 3. Any other shapes, such as square tiles, will have more complicated indexing or redundant reads from the memory compared to processing row by row.

For a complete iteration of Gibbs sampling, Gibbs samplers will first process dark nodes in each row simultaneously and finish all dark nodes in a row-by-row fashion. After all dark nodes are updated with new labels, then all light nodes are updated with new labels in a similar row-by-row fashion. To process each Gibbs node, four of its neighbors labels are required to find its smoothness cost. Neighbors diagram for light and dark nodes are shown in the first row of Figure 3. In the second row, the neighbors locations for a row of same color nodes are shown. To sample dark nodes of Row $j$, light nodes labels from Row $j-1$, Row $j$ and Row $j+1$ are needed. This particular way of label accessing pattern facilitated us to store labels by their colors and their rows in the buffer. This minimizes the number of addresses to read concurrently in a single cycle, avoiding issues that could rise with limited number of ports in memory elements.

IV. SOURCE SEPARATION ON A HYBRID CPU-FPGA SoC

Using the architecture for binary Gibbs sampling inference on MRF, we built a hybrid CPU-FPGA implementation of source separation on Xilinx Zynq UltraScale+ ZCU102 board, which is a SoC with a quad-core ARM Cortex-A53 and FPGA.
logic. The FPGA design was coded in Verilog and synthesized using Xilinx Vivado. From the list of functions for running source separation mentioned in Section II-C, Figure 4 shows the compute fabric in which each of the functions are executed.

From the input audio frame, ILD values are computed on the CPU. Using ILD values and Gaussian distribution parameters, the data costs for the audio frame are computed and stored in DRAM. We use $L1$ norm for the smoothness cost, which is pre-computed for each application and stored in DRAM. As mentioned above, Gibbs samplers can have local smoothness cost tables that can be used to look up costs based on neighbors’ labels. Labels are randomly initialized and stored in DRAM. Prior to running Gibbs sampling on the MRF, we utilize large BRAM space on the FPGA to buffer the inputs and the intermediate states, or labels, for the MRF, coming from DRAM. Then for a given number of iterations, Gibbs sampling is executed on the FPGA and the resulting new labels for the MRF are copied back to the DRAM. As shown in Figure 4, the Gibbs sampling on the MRF is done on the accelerator, while other operations are handled by the CPU.

The binary MRF Gibbs sampling accelerator is configured on the FPGA with an array of 257 parallel Gibbs samplers. 257 nodes enables 2-color parallel Gibbs sampling on a row of the MRF, for row size 513 or less. In order to fit $257$ nodes on the Zynq board, two approximation of multipliers as shifters in the datapath was made to make sure the DSPs on the board didn’t run out. The MRF dimension of $24x513$ is supported for real-time source separations. The size is optimized for application of sound source separation for a given BRAM capacity on the FPGA. Since the audio input is transformed into 513 channels of discrete frequency, using 257 samplers allows sampling one row simultaneously when using chromatic scheduling.

A. Experimental Setup

To evaluate the binary MRF Gibbs sampling accelerator, we compared the hybrid CPU-FPGA implementation with running the software purely on the ARM Cortex-A53 on the Zynq SoC. The experimental setup involves compiling C++ code for source separation for ARM and measuring the runtime of running it purely on the CPU. This is compared against offloading the Gibbs sampling function on the FPGA accelerator. Both implementations allocate the input data for the Gibbs sampling on the DRAM, resulting in identical setup. We assume a streaming version of sound source separation where we take 64 ms audio frames where half is overlapped with the previous frame and perform source separation on that frame.

Sound source separation consists of functions listed in Section II-C. We have empirically found the optimal number for the outer EM loop to be 4 iterations, as reported in [18] as well. The number of Gibbs sampling iteration will be increased to find the best signal-to-distortion ratio (SDR), a metric used to evaluate the quality of source separation.

B. Mobile CPU vs. FPGA

Hybrid CPU-FPGA offer an opportunity to create an accelerator for essential computational kernels in machine learning workloads, such as matrix multiplication and in our case, Gibbs sampling, to reduce latency, power and runtime. We partitioned the workload according to Figure 4 and compared running the Gibbs sampling function on the ARM Cortex-A53. While
other functions of the source separation program could reap the benefits of having multiple cores, the Gibbs sampling, a sequential algorithm is inherently not suitable for SIMD operations. It is only by exploring the algorithmic scheduling to figure out the sampling order that would not affect the ergodicity (i.e., pertaining to the true distribution) of the sampling process. The Gibbs sampling with the chromatic scheduling allows us to sample conditionally independent variables in parallel.

Preliminary experiments using multi-threading on a server-grade Intel Xeon and a commodity laptop GPU showed gains of 10x and 20-30x, respectively, over a single-threaded software implementation. The speedups are suboptimal due to the complexity of the sampling computation, dependencies between variables and the large amount of random numbers needed per iteration. They were measured running the entire sampling process until convergence to show a realistic speedup with the overhead of creating multiple threads, propagating updates to different parts of the graph and moving the data between caches and memories. We also observed linear speedup with low number of threads but as the threads were increased, the speedups plateaued, especially with a larger number of discrete states. The experiments indicate a scaling problem on CPU and GPU, which prohibits real-time execution and highlight how a hardware scheduler could help us overcome overheads to achieve real-time performance on an FPGA.

While CPU and GPU have large enough memories to fit MRFs used for our applications, the FPGA has limited local memory. Instead of performing chromatic scheduling on the entire MRF, we use a tile-based approach of dividing the MRF into multiple tiles with optional overlapping to control the amount of mixing between the tiles. Our design includes a hardware scheduler which can be automatically generated for different number of labels and MRF sizes to perform chromatic scheduling of a selected region in the MRF. Our previous binary-label version achieved 1048x speedup over CPU [9].

Signal-to-Distortion-Ratio (SDR) of sound source separation running on the hybrid CPU-FPGA SoC with the FPGA Gibbs sampling accelerator running at 100 MHz is plotted in Figure 5. The implementation achieves SDR of 7.33 dB, slightly less than 7.41 dB of the software version, but is better than the prior MRF-based source separation hardware implementations [18], [19]. It runs more than fast enough to satisfy the International Telecommunication Union (ITC) recommended mouth-to-ear delay requirement of 200 ms, taking 116 ms for 10 EM iterations and 50 Gibbs sampling iterations per EM.

Running source separation on CPU doesn’t scale well with increased Gibbs iterations as the bulk of the compute time is spent on Gibbs sampling as shown in Figure 6. On the other hand, on the hybrid CPU-FPGA implementation, the time spent for Gibbs sampling is minor compared to the rest of EM loop.

V. EXPANDING TO MULTIPLE LABELS

For computer vision applications such as stereo matching and image restoration that uses more than binary labels, we can configure the architecture to handle larger number of labels. Stereo matching typically deal with less than 64 labels [12]. To examine an argument for a more general Gibbs sampling inference accelerator with the support for multiple application, we extended our binary label MRF Gibbs sampling inference accelerator to a 64 labels on the same Xilinx Zynq platform. Table I compares the resource utilization for binary and 64-label versions. Table II shows the runtime, power, and energy numbers for the 64-label version compared to the binary version. The expanded BRAM usage used for input buffers shows how large the input data could grow to be for increasing the number of labels. As shown in Table I, the compute logic (DSPs) is no longer of the bottle neck as we can only instantiate 24 Gibbs samplers using 64 labels due to increased input buffer.

We compared the relative speedups of original binary MRF Gibbs sampling, 64-label version, and 64-label version running binary MRF Gibbs sampling (not 64 labels), against running the inference on the A53. The 64-label version running binary MRF Gibbs sampling achieved a speedup of 137x for 50 Gibbs sampling iterations, which is roughly 5.7x per sampler, which is roughly similar to 4x per sampler of the binary version. For running 64-label Gibbs sampling inference, it achieved a speedup of 679x for 50 iterations, which is roughly 28x per sampler, much greater than the binary version. Having substantial acceleration across different number of labels.
suggests that a general MRF Gibbs sampling accelerator for multiple application is plausible.

The dimensions for the MRF has not been changed from 24x513 and this indicates a challenge when solving problems that has larger number of labels on a limited hardware resources. The storage of the labels for the entire MRF doesn’t take up as much space and could be cached locally. However, the storage for the input costs could grow significantly. One of the solutions would be to stream in the input costs without buffering them locally. This will save a great amount of memory space but would have many redundant data transfers when iterating Gibbs sampling over the same input values multiple times.

Another solution is to partition the graphs into multiple tiles and processing them independently. Our software experiments have shown that it is actually possible to get decent qualitative results on stereo matching and image restoration using tiles where each of the tiles are iterated multiple times without synchronization of updated labels between them. This effectively performs asynchronous Gibbs updates, or often called “Hogwild Gibbs sampling.” [20] where synchronization between the labels are not enforced every Gibbs iteration. The next version will expand on the current work to support asynchronous Gibbs sampling with a focus on energy efficient memory subsystem for caching intermediate data.

VI. RELATED WORK

The simplest way to parallelize Gibbs sampling is by running multiple chains independently in parallel. This gives you more samples but does not produce more accurate samples faster. It also requires more memory for the duplicate chains.

Another class of algorithms are approximate sampling algorithms. Even the original Gibbs sampler proposed by Geman and Geman [21] is approximate as it samples all variables simultaneously on separate processors. However, such samplers are not ergodic and does not converge to the correct stationary distribution. Blocked or blocking Gibbs sampling updates blocks of parameters one at a time rather than update parameters one at a time. If the parameters in the block are highly-correlated, it can improve convergence and mixing. There are other methods that incorporate extensions to recover ergodicity such as methods proposed for Latent Dirichlet Allocation (LDA) [22], [23]. These work provided extensive empirical work on Approximate Distributed LDA (AD-LDA) [22], which samples in parallel without globally synchronizing the sampler state after each update and demonstrated its effectiveness in sampling LDA models with same predictive performance as those generated by sequential Gibbs sampling.

Chromatic Gibbs sampling falls under single chain Gibbs sampling method. It uses graph coloring technique to enable parallel scheduling of sequential scan Gibbs sampling [17]. This sampler is ergodic and can be massively parallel depending on how the graph is colored. It has also proven to be a great match for MRFs as the graph-coloring is facile due to its structure. It also has the benefit of not having to worry about ergodicity when implementing an accelerator.

One strategy of achieving parallelism is to run Gibbs sampling updates in parallel without global synchronization of the sampler state after each update, which is referred to as Hogwild or asynchronous Gibbs sampling [20]. More recently, there have been several work that studied asynchronous Gibbs sampling [24]–[26]. While AD-LDA empirically shown that asynchronous updates work, these recently work has shown better understand of why it works and how to keep the bias low and mixing fast. [27] randomly selects a node’s neighbors and samples but the pairwise MRF, we have targeted does not have a lot of neighbors and it is unlikely to benefit from this method.

There exist several work on Gibbs sampling hardware. One approach incorporates novel devices such as spiking VLSI substrate with stochastic leak and threshold properties [28] and molecular optical device called resonance energy transfer circuits [29]. Another work focuses on building combinational stochastic circuit and uses conventional substrate (FPGA) as a demonstration vehicle [30]. All of these methods are not using standard digital CMOS-based fabrics and logic circuits. There have been a couple of digital CMOS-based work using ASIC flow [18], [19]. These only have a naive single-chain sequential Gibbs sampler with no parallelism.

VII. CONCLUSION

We demonstrated a hybrid CPU-FPGA implementation of sound source separation to show how our parameterized architecture for binary Gibbs sampling inference could to used to accelerate real-time perceptual applications to reduce the runtime, latency, and power compared to running it on a quad-core ARM Cortex-A53. We employed 257 Gibbs sampler array and used chromatic scheduling to parallelize Gibbs sampling inference to achieve up to 230x speedup over A53 while meeting the ITU’s recommended latency with 50 ms. We also show how the architecture could be configured to support 64 labels, which is enough to run a computer vision application, stereo matching. We showed an array of 24 samplers for 64 labels on same MRF size of 24x513 for a comparison. The 64-label version achieved 137x speedup and 99.06% energy reduction over A53, on 50 iterations binary MRF Gibbs sampling used in sound source separation. For 64-label MRF Gibbs sampling, it achieved up to 679x speedup with much greater 28x speedup per Gibbs sampler, compared to binary MRF Gibbs sampling.